
PhD position – INSERM U1136 CIPHOD team, Paris
Causal representation in a high dimensional setting with

applications to epidemiology

Project summary: Access to causal graphs is essential for estimating causal effects [Greenland et al., 1999,
Savitz and Wellenius, 2016]. These graphs represent qualitative cause-and-effect relationships between expo-
sures, health outcomes, and other variables. When there is no hidden confounding factor, causal graphs are
directed acyclic graphs (DAGs), where each node is independent of its nondescendants conditionally on its
parents (causal Markov condition). However, in many applications, it is challenging for a practitioner to pro-
vide such a graph.

In certain cases, it is feasible to discover the causal graph from data under specific assumptions [Spirtes et al.,
2000, Assaad et al., 2022]. However, the field of epidemiology, particularly with the increasing use of medico-
administrative databases such as the EDS of AP-HP or the National Health Data System (SNDS), presents
unique challenges. These include the high dimensionality of data, including temporal aspects; the reliance on
variables that often serve only as proxies for the variables of real interest. These factors increase the risk of
failure in accurately discovering causal graphs from data. In this context, causal representation emerges as a
promising research approach [Schölkopf et al., 2021]. This approach aims to identify confounding factors among
observed variables and to detect causal relationships between these hidden factors. However, the assumptions
required for causal representation are generally more stringent than those for causal graph discovery from data
[Yao et al., 2022, Sturma et al., 2023], raising questions about their applicability in the healthcare sector.

Additionally, distinguishing between proxy and non-proxy variables is not straightforward. Therefore, in-
tegrating a large language model into the causal representation framework could be beneficial. Such a model
could retrieve information about proxies from existing epidemiological studies, potentially enhancing the ac-
curacy and reliability of causal analysis in these complex settings.

Therefore, the objectives of this project are the following:

• Investigate the applicability of causal representation methods to discover causal relationships between
hidden variables that cause observed proxy variables using medico-administrative databases;

• If existing methods are not applicable, propose a new causal representation algorithm suited for medico-
administrative databases;

• Propose a pipeline that starts with using LLMs to find proxy variables from epidemiological studies and
then apply causal representation algorithms on these variables.

Lab location and description: The Pierre Louis Institute of Epidemiology and Public Health (co-accredited
by Inserm and Sorbonne University) is located at the Sorbonne University Faculty of Medicine - Hôpital Saint
Antoine in Paris. It is composed of six teams, in addition to the recently established CIPHOD ”Causal Inference
in Public Health using large Observational health Databases” team. The general research objectives of CIPHOD
are to put forth novel theoretical findings and develop innovative methodologies in the realm of causal infer-
ence, with a focus on their applicability and utility for epidemiologists.

Contract: The thesis contract will start in September 2024, for a duration of 36 months and after registra-
tion with the ED393 Doctoral School Pierre Louis of Public Health: Epidemiology and biomedical information
sciences. The monthly doctoral allowance will be €2,131 gross, subject to annual revaluation.

The doctoral student will be co-supervised by Dr. Charles Assaad (CIPHOD team) and Pr. Pierre-Yves
Boëlle (SUMO team). The student will also collaborate with other teams in IPLESP and will have access to the
resources and infrastructure available at INSERM/IPLESP and Sorbonne Université.

Candidat profile: Highly motivated candidate with an M2 degree and strong background in probability,
machine learning, and causal inference, along with a keen interest in epidemiology. Proficiency in programming
is also required.
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Contact: Candidates are requested to send their CV (including a list of publications, research experiences,
and references) to Charles Assaad (charles.assaad@inserm.fr) by October 15 2024. For additional details, please
reach out to the same email address.
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